## Section 5: Measuring Center and Spread

The following maps the videos in this section to the Texas Essential Knowledge and Skills for Mathematics TAC §111.47(c).

### 5.01 Measuring Center of a Distribution

- Statistics (1)(C)
- Statistics (4)(C)
- Statistics (4)(E)


### 5.02 Measuring Spread of a Distribution

- Statistics (1)(C)
- Statistics (4)(C)
- Statistics (4)(E)


### 5.03 Outliers

- Statistics (4)(C)
5.04 Visualizing and Transforming Data: Implications for Mean and Standard Deviation
- Statistics (1)(C)
- Statistics (1)(F)


### 5.05 Introduction to the Empirical Rule

- Statistics (1)(F)
- Statistics (4)(E)


### 5.06 The Normal Distribution

- Statistics (1)(F)
- Statistics (4)(E)

Note: Unless stated otherwise, any sample data is fictitious and used solely for the purpose of instruction.

### 5.01 <br> Measuring Center of a Distribution

Three common measurements of center, or central tendency, are mean, median, and mode.

|  | Definition |
| :---: | :---: |
| Mean |  |
| Median |  |
| Mode |  |

1. Calculate the mean, median, and mode for the data in the following dot plot.

2. Calculate the mean and median for each data set. What do you notice about the relationship between the mean and median in each case?
i. 123345
ii. 123470100

Based on the shape of the distribution, the mean and median are related as follows:

| Right-skewed | Left-skewed | Bell-shaped | Uniform |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| Mean Median | Mean Median | Mean Median | Mean Median |

### 5.02 <br> Measuring Spread of a Distribution

Four common measures of spread are range, variance, standard deviation, and interquartile range (IQR). Complete the following table for the measures of spread.

|  | Definition | Formula |
| :---: | :---: | :---: |
| Range | The difference between the maximum and minimum values <br> (Note: Range is the measure of spread most affected by outliers.) |  |
| Variance |  | $s^{2}=\frac{1}{n-1} \sum\left(x_{i}-\bar{x}\right)^{2}$ |
| Standard deviation | The "typical" deviation from the mean |  |
| Interquartile range (IQR) |  | $I Q R=Q_{3}-Q_{1}$ |

1. The starting salaries (in thousands of dollars) of 9 recent college graduates are shown below, sorted in ascending order.

$$
\begin{array}{lllllllll}
29 & 36 & 40 & 42 & 42 & 45 & 46 & 47 & 96
\end{array}
$$

i. Calculate the mean.
ii. Find the median.
iii. Find the mode.
iv. Calculate the range.
v. Calculate the interquartile range.
vi. Calculate the standard deviation.
2. Below is a stemplot of the time it took a classroom of 25 students to complete their first statistics exam to the nearest minute.

## Time (to the nearest minute) to complete Exam 1

| 0 |  |
| :--- | :--- |
| 1 | 899 |
| 2 | 00112233345 |
| 3 | 01355799 |
| 4 | 155 |
|  | $(1 \mid 8$ represents 18) |

i. Calculate the mean.
ii. Find the median.
iii. Find the mode.
iv. Calculate the range.
v. Calculate the interquartile range.
vi. Calculate the variance.
vii. Calculate the standard deviation.

### 5.03

## Outliers

An outlier is an extreme observation with a value far above or below the rest of the data.

1. Calculate the mean and median for each data set:

Data Set 1: 123345
Data Set 2: 123371 1,000
2. In data set 2, the values 71 and 1,000 are outliers. How do they affect the mean and median?
3. Which measure is more sensitive to outliers: the mean or median? Explain your reasoning.

## How to Check for Outliers

Using $Q_{1}$ and $Q_{3}$ from the five-number summary, observations that fall below $Q_{1}-1.5 \times I Q R$ or above $Q_{3}+1.5 \times I Q R$ are considered outliers.
4. The delay in departure for each of JetBlue's first 15 flights in the year 2017 from the Orlando International Airport are shown below, where a negative value means a flight departed ahead of schedule and a positive value represents a delay in departure (Bureau of Transportation Statistics, n.d.).
$-14 \begin{array}{llllllllllllll}-7 & -7 & -7 & -6 & -5 & -5 & -4 & -3 & 0 & 7 & 13 & 18 & 30 & 45\end{array}$
Use the outlier check to identify any outliers in the data set.

# 5.04 <br> Visualizing and Transforming Data: Implications for Mean and Standard Deviation 

Consider the numbers $5,5,5$, and 5 . What are the mean and standard deviation?

Consider the numbers $3.5,4.5,5.5$, and 6.5 . What are the mean and standard deviation?

Consider the numbers $0,0,10$, and 10 . What are the mean and standard deviation?

The mean measures where the center of the data values is. The standard deviation measures how spread out the values are around the mean.

1. Draw conclusions from the data sets above.
2. Consider the numbers 2,5 , and 8 . Determine the mean and standard deviation of the original data set and the transformations of the data set (as shown in the table below).

| Original data | Add 4 | Multiply by 2 |
| :---: | :--- | :--- |
| 2, 5, and 8 | Mean: | 4, 10, and 16 |
| Mean: | Stand 12 | Mean: |
| Standard Deviation: |  |  |
|  |  |  |

3. How does transforming a data set with addition and subtraction affect the mean and standard deviation?
4. How does transforming a data set with multiplication and division affect the mean and standard deviation?
5. Suppose the starting salaries (in thousands of dollars) of 12 recent college graduates are recorded, and the summary statistics are shown to the right. What would the new mean and standard deviation be if everyone were to receive a $\$ 2,000$ raise?
```
1-wヨr* St, mt=
```



```
\sumx=571
Zx=28921
Sx=12
\sigmax=12.07930967
n=12
Mir直=36
01=39.5
MEd=43,5
03=49.5
maxM=7%
```

6. Consider all integers from 25 to 75 .
i. Which four values have the smallest standard deviation? Explain.
ii. Which four values have the largest standard deviation? Explain.

### 5.05 <br> The Empirical Rule and an <br> Introduction to the Normal Distribution

How can we compare the heights of a man and a woman to see who is taller, relative to their gender?

We often need to standardize the values of a population distribution to compare values within a distribution or between distributions.

A normal distribution is a continuous distribution that is unimodal and symmetric, or approximately symmetric, with a bell shape. With this distribution, the standard deviation can be used for a more precise measurement of the percentage of data in the distribution.

A normal distribution is notated as $N(\mu, \sigma)$, where the population mean is $\mu$ and the population standard deviation is $\sigma$.

The empirical rule, also known as the 68-95-99.7 rule, applies to the normal distribution. It states that

- $68 \%$ of observations fall within one standard deviation of the mean,
- $95 \%$ of observations fall within two standard deviations of the mean, and
- $99.7 \%$ of observations fall within three standard deviations of the mean.


## Visualizing the Empirical Rule


$\mu \pm 1 \sigma \rightarrow \cong 68 \%$

$\mu \pm 3 \sigma \rightarrow \cong 99.7 \%$

1. Suppose the amount of soda in a 12-oz can of soda has a normal distribution with a mean of 12.25 oz and a standard deviation of 0.15 oz .
i. The middle $95 \%$ of weights fall between what two values?
ii. What percentage of cans contain between 11.95 and 12.40 oz ?
iii. What percentage of cans contain more than 12.40 oz ?
iv. What percentage of cans contain exactly 12.10 oz ?
2. Suppose the lifetime of a certain brand of tire is normally distributed with a mean of 60,000 miles and a standard deviation of 5,000 miles.
i. The central $99.7 \%$ of lifetimes are between what two mileages?
ii. Approximately what percentage of tires last beyond 55,000 miles?
iii. The manufacturer does not want to provide a warranty for tires once they reach the top $2.5 \%$ of their lifetime. What is the mileage limit of the warranty?

### 5.06

## The Normal Distribution

What percentage of values are within 1.5 standard deviations from the mean? When we cannot apply the 68-95-99.7 rule, we use a $\mathbf{z}$-table of values.

A $\mathbf{z}$-table displays cumulative probabilities for the standard normal distribution, $z \sim N(0,1)$.

When we use normal distributions with other means and standard deviations, a $\boldsymbol{z}$-score can determine the number of standard deviations an observation is from its mean. We can then find the corresponding cumulative probability for that observation using the z-table.

$$
z=\frac{x-\mu}{\sigma}
$$

1. Use the $z$-table to find the following values.
i. The area below a z-score of 1.5
ii. The probability of obtaining a z -score greater than 2.13
iii. The probability of obtaining a $z$-score between -1.11 and 0.57
iv. The $z$-score that cuts off the top $30 \%$
v. The $z$-scores that capture the middle $60 \%$
2. Suppose the average height of a male high school senior follows a normal distribution with a mean of 67 inches and a standard deviation of 3 inches.
i. Find the probability that a randomly selected male student is less than 65 inches tall.
ii. Find the probability that a randomly selected male student is at least 68 inches tall.
iii. Find the probability that a randomly selected male student is exactly 67 inches tall.
iv. What height marks the start of the tallest $10 \%$ of males?
3. Based on the data in the previous question, if a male high school senior has a z-score of -1.55 , what conclusion can be drawn?
A. He is above the average height.
B. He is below the average height.
C. He is the average height.
D. Cannot be determined.
4. Suppose the height of men in North America follows a normal distribution with a mean of 68 inches and standard deviation of 4 inches, while the height of women in North America follows a normal distribution with a mean of 63 inches and standard deviation of 3 inches. Who is taller for his or her sex: a man 73 inches tall or a woman 68 inches tall?

Z table


|  | 0.0 | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -3.4 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0003 | 0.0002 |
| -3.3 | 0.0005 | 0.0005 | 0.0005 | 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0004 | 0.0003 |
| -3.2 | 0.0007 | 0.0007 | 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0006 | 0.0005 | 0.0005 | 0.0005 |
| -3.1 | 0.0010 | 0.0009 | 0.0009 | 0.0009 | 0.0008 | 0.0008 | 0.0008 | 0.0008 | 0.0007 | 0.0007 |
| -3.0 | 0.0013 | 0.0013 | 0.0013 | 0.0012 | 0.0012 | 0.0011 | 0.0011 | 0.0011 | 0.0010 | 0.0010 |
| -2.9 | 0.0019 | 0.0018 | 0.0018 | 0.0017 | 0.0016 | 0.0016 | 0.0015 | 0.0015 | 0.0014 | 0.0014 |
| -2.8 | 0.0026 | 0.0025 | 0.0024 | 0.0023 | 0.0023 | 0.0022 | 0.0021 | 0.0021 | 0.0020 | 0.0019 |
| -2.7 | 0.0035 | 0.0034 | 0.0033 | 0.0032 | 0.0031 | 0.0030 | 0.0029 | 0.0028 | 0.0027 | 0.0026 |
| -2.6 | 0.0047 | 0.0045 | 0.0044 | 0.0043 | 0.0041 | 0.0040 | 0.0039 | 0.0038 | 0.0037 | 0.0036 |
| -2.5 | 0.0062 | 0.0060 | 0.0059 | 0.0057 | 0.0055 | 0.0054 | 0.0052 | 0.0051 | 0.0049 | 0.0048 |
| -2.4 | 0.0082 | 0.0080 | 0.0078 | 0.0075 | 0.0073 | 0.0071 | 0.0069 | 0.0068 | 0.0066 | 0.0064 |
| -2.3 | 0.0107 | 0.0104 | 0.0102 | 0.0099 | 0.0096 | 0.0094 | 0.0091 | 0.0089 | 0.0087 | 0.0084 |
| -2.2 | 0.0139 | 0.0136 | 0.0132 | 0.0129 | 0.0125 | 0.0122 | 0.0119 | 0.0116 | 0.0113 | 0.0110 |
| -2.1 | 0.0179 | 0.0174 | 0.0170 | 0.0166 | 0.0162 | 0.0158 | 0.0154 | 0.0150 | 0.0146 | 0.0143 |
| -2.0 | 0.0228 | 0.0222 | 0.0217 | 0.0212 | 0.0207 | 0.0202 | 0.0197 | 0.0192 | 0.0188 | 0.0183 |
| -1.9 | 0.0287 | 0.0281 | 0.0274 | 0.0268 | 0.0262 | 0.0256 | 0.0250 | 0.0244 | 0.0239 | 0.0233 |
| -1.8 | 0.0359 | 0.0351 | 0.0344 | 0.0336 | 0.0329 | 0.0322 | 0.0314 | 0.0307 | 0.0301 | 0.0294 |
| -1.7 | 0.0446 | 0.0436 | 0.0427 | 0.0418 | 0.0409 | 0.0401 | 0.0392 | 0.0384 | 0.0375 | 0.0367 |
| -1.6 | 0.0548 | 0.0537 | 0.0526 | 0.0516 | 0.0505 | 0.0495 | 0.0485 | 0.0475 | 0.0465 | 0.0455 |
| -1.5 | 0.0668 | 0.0655 | 0.0643 | 0.0630 | 0.0618 | 0.0606 | 0.0594 | 0.0582 | 0.0571 | 0.0559 |
| -1.4 | 0.0808 | 0.0793 | 0.0778 | 0.0764 | 0.0749 | 0.0735 | 0.0721 | 0.0708 | 0.0694 | 0.0681 |
| -1.3 | 0.0968 | 0.0951 | 0.0934 | 0.0918 | 0.0901 | 0.0885 | 0.0869 | 0.0853 | 0.0838 | 0.0823 |
| -1.2 | 0.1151 | 0.1131 | 0.1112 | 0.1093 | 0.1075 | 0.1056 | 0.1038 | 0.1020 | 0.1003 | 0.0985 |
| -1.1 | 0.1357 | 0.1335 | 0.1314 | 0.1292 | 0.1271 | 0.1251 | 0.1230 | 0.1210 | 0.1190 | 0.1170 |
| -1.0 | 0.1587 | 0.1562 | 0.1539 | 0.1515 | 0.1492 | 0.1469 | 0.1446 | 0.1423 | 0.1401 | 0.1379 |
| -0.9 | 0.1841 | 0.1814 | 0.1788 | 0.1762 | 0.1736 | 0.1711 | 0.1685 | 0.1660 | 0.1635 | 0.1611 |
| -0.8 | 0.2119 | 0.2090 | 0.2061 | 0.2033 | 0.2005 | 0.1977 | 0.1949 | 0.1922 | 0.1894 | 0.1867 |
| -0.7 | 0.2420 | 0.2389 | 0.2358 | 0.2327 | 0.2296 | 0.2266 | 0.2236 | 0.2206 | 0.2177 | 0.2148 |
| -0.6 | 0.2743 | 0.2709 | 0.2676 | 0.2643 | 0.2611 | 0.2578 | 0.2546 | 0.2514 | 0.2483 | 0.2451 |
| -0.5 | 0.3085 | 0.3050 | 0.3015 | 0.2981 | 0.2946 | 0.2912 | 0.2877 | 0.2843 | 0.2810 | 0.2776 |
| -0.4 | 0.3446 | 0.3409 | 0.3372 | 0.3336 | 0.3300 | 0.3264 | 0.3228 | 0.3192 | 0.3156 | 0.3121 |
| -0.3 | 0.3821 | 0.3783 | 0.3745 | 0.3707 | 0.3669 | 0.3632 | 0.3594 | 0.3557 | 0.3520 | 0.3483 |
| -0.2 | 0.4207 | 0.4168 | 0.4129 | 0.4090 | 0.4052 | 0.4013 | 0.3974 | 0.3936 | 0.3897 | 0.3859 |
| -0.1 | 0.4602 | 0.4562 | 0.4522 | 0.4483 | 0.4443 | 0.4404 | 0.4364 | 0.4325 | 0.4286 | 0.4247 |
| -0.0 | 0.5000 | 0.4960 | 0.4920 | 0.4880 | 0.4840 | 0.4801 | 0.4761 | 0.4721 | 0.468 | 0.464 |
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